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1) What are the components you would do UQ on? What could be high-uncertainty inputs to these components? 

2) Brainstorm an example of a system-level failure induced by each component.

3) How could you  identify if a system-level failure has occurred? Think about metrics / methods.  

1. Group 1 System: A fixed-base manipulation vision-language-action model (e.g., OpenVLA) 
learned via behavior cloning.  

2. Group 2 System: An autonomous driving pipeline that predicts human behavior and then 
plans robot actions.    

3. Group 3 System: An autonomous drone delivery service that uses a perception system, LLM 
task-planner, and low-level action policy. 

4. Group 4 System: A latent safety filter (like we saw in class: it uses a RGB input, a world model, 
and optimization within that model) that shields a behavior-cloned manipulation policy.

System-Level Uncertainties / Anomalies Brainstorm

4) How can you improve the closed-loop performance as a whole?
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Use sensor redundancy + scene generation 
techniques to hypothesize plausible scenes and 
identify risk of current perception failure 
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Use reachability analysis to discover perception errors 
that lead to closed-loop failures

Use statistical generalization theory. Intuition: if the 
costs incurred in new environments violate the policy 
bound, then the robot is operating OOD
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1) Use temporal consistency of action generations and 2) VLMs to detect task progression failures
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Now…



𝒂R = 𝜋𝜃(𝑠, 𝑃𝜙, 𝐶)
Robot Planner

state history 
& context

Human Behavior Predictor

𝑃𝜙: (𝒔, 𝐶) ↦ ෥𝒂H

predicted future 
human actions

𝒂𝐻~ 𝜋𝐻

Real Human Behavior

cost-based planner: 𝜃 is learned cost fn
generative planner: 𝜃 is NN weights



𝜋𝜃(𝑠, 𝑃𝜙, 𝐶) Real Human Behavior

Which prediction failures “mattered” during deployment interactions? 
Can we improve our interaction models over repeated interactions?

𝒂𝐻~ 𝜋𝐻



All deployment data

Source: https://twitter.com/djbaskin

Natural growth over time… …& human interaction distribution shifts



All deployment data

𝑃𝜙 𝑃𝜙′

limited model capacity (esp. 
if you want fast inference)



All deployment data

Prediction errors
𝑃𝜙

𝑃𝜙 𝑃𝜙′

may still waste capacity on 
learning irrelevant behaviors

𝒂𝐻

෤𝑎𝐻
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Mis-prediction DOES yields system-level failure Mis-prediction does NOT yield system-level failure

Both mis-predictions have the same L2 prediction error!

Farid, Alec, et al. "Task-relevant failure detection for trajectory predictors in autonomous vehicles." CORL 2023.



All deployment data

Prediction errors

“System-level” errors

𝑃𝜙

𝜋𝜃

Sinha, Rohan, et al. "A System-Level View on Out-of Distribution Data in Robotics." arXiv preprint (2022).



Prediction errors
𝑃𝜙

Q1) How to formalize “system-
level” interaction errors?

All deployment data

Q2) Value this data holds for 
incrementally improving? 

“System-level” errors
𝜋𝜃

𝑃𝜙 𝑃𝜙′



Regret precisely characterizes the degree to which 
prediction errors 𝑃𝜙 degraded robot performance 𝜋𝜃

Idea 1

Nakamura, Tian, Bajcsy. “Not All Errors Are Made Equal: A Regret Metric for Detecting System-level Trajectory Prediction Failures”. CoRL 2024. 



Regret

best robot decision 
in hindsight

robot’s reward w/ parameters 𝜃

observed human behavior, joint 
state, scene contextexecuted robot 

decision

max
𝒂R

𝑅𝜃
R 𝒂R, ෝ𝒂H1:HM, ො𝒔, 𝐶 − 𝑅𝜃

R(ෝ𝒂R, ෝ𝒂H1:HM, ො𝒔, 𝐶)
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This mis-prediction would cause high regret! This would not – robot would still do the same thing.

max
𝒂R

𝑅𝜃
R  − 𝑅𝜃

R( )𝒂R , ,

In hindsight, should have slowed down! => High regret

max
𝒂R

𝑅𝜃
R  − 𝑅𝜃

R( )𝒂R , ,

In hindsight, would have still done => Low regret


