

























































































Last Time Lecture 1

Intro to embodied AI safety EAIS SP 25

Andrea BajesyThis Time

sequentialdecision making

DynamicProgramming

MPC

make sure to fill out Ken's 0H when 2meet




























































































SequentialDecision Making bc the first halfof this
class is all about safety w rit decisions

19 I want an embodied AI EAI system to make good

decisions and prevent bad outcomes

fat ftp.EE.IE
no

see

our goal is to

mathematically mold decision making

qufiy the goodness of decisions

compute these good decisions

This is where sequential decision making i.e controltheory

will provide us with a framework for answeringthese

what makes sequential decision making hard

FAI naive solution growsexponentially in timehorizon
1 IAI 3 To

i Is2
I

p If starting justfrom our state

IA
T

t.to
i te te te Is possible sequencesofdecisions




























































































IAI outcomes of taking actions can be stochastic or unknown
o

I IAI 3 It
ie Éfifeng.ph If I starting justfrom on state

111TH

to they s
possible sequencesofdecisionsto Itis.tn fans

statesnavelowerproscsieits

II some aspects of the world are hard to resent predict

fist 110

One framework that ion help us describethese phenomenons are

state space reprepresentations

state EEasetiewrittencompactly as x s inthe eit

describesthe minimal necessary characteristicsof a system
positions of a 2D system speed orientation

Election Y a in the AI lit

inputs that we choose each instance in time

eg joint torques acteleration




























































































output observation I o in AI lit

outputs that are actually measurable typicallythrough

some sensor x positionthroughGPS imageobservationsvia

RGB camera

initially we assume yex but this is oftennot the case

attti iief.int I
challenge we all return to

w the systemevolves over time

continuous time ER discretetime EEZ

deterministic x ̅ t f Xt u t x f true

stochastic dX f X a attwfff.us Ann Patti Xt Ut

Formalizing OptimalDecision Making

11isize objective
AI Alignment

Ctrl bounds
sit systemdynamics

uncertainty state constraints
other constraints

Safe Ctrl

An optimization problem but it has a temporal aspect to it

and we want a sequence of decisions that are optimal




























































































Discrete time total cost start

II From.EEEiiitiiiiiine
s.t.Xt f Xt Ut

1 he I te 01 tt

Continuous time total coststarting from to applying iine cost

minsI.mn.si iistecn
are signals sit x ̅ t f x t UCH

1 UH I tE PIT

BIGQHowtsolve

Ea.ch method listed below has its pros cons BUT there
are MANY solutionstrategies we can try
9 calculus of variations convert constrainedopt unconstrained

via Lagrange multipliers

2 ModelPredictive Control MPC like 7 but w replanning

37 Dynamic Programming now

4 Reinforcement learning sharesfoundation w 3 butoften
studies unknown dyns
uses modern sim func approxtool




























































































Dynamic Programming
we will study the method of dynammicpigianning to
solve optimal ctrl sequential decision making DP relies

on the principle of optimality developed by Richard
Bellman around 1958 when he was working the

RAND Corporation Since then it has been used in

C S operations research controls robotics and more

But first let intrite dynammis programming by
looking a toy example thinking through its

solution How did you solve it naively What was

your strategy for a better solution You may
have intuited DP

exercise below 2





































HEEE find shortestpath from node to node00

1
7

fi8 tiE O
i

i
f

I
piti 11

I

It I t z 3

3 optimalpaths from

A few key properties of D P

DP gives you optimal path from aides to

so you get intermediate sole for free
Because it explores all intermediate nodes it

gives you globally optimal solution
DP gives you signifiant computational advantages
over forward simulation



From Sutton Barto Reinforcement learning An intro 2

let's understand underlying mathematical principle DP relies on

Eiple of optimality in an optimalsequence of
decisions or choices each subsequence must also be

optimal Thus if we take any state alongthe opt

state trajectory then the remaining subtrajectory is

also optimal



In the example earlier if we take any intermediate nodealong
the optimal route we still take optimal route to destination

in

CH

Let's write this principle down mathematically
we want to see

Fees
man

rest of ties

IEEE
let's expand out the RHS over time w our cost function

next a and

I truth Jen xttnhtti.tn

I Latina unextti iyi.at
tg.fi f

m

9 NOLONGERoptimize over sequence justover section

Bellman Equation discretetime determdyns

VEXt mine LIXEUE V i

Vt x Xt


