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RetAI
So far we have formalized what is a safeset safe
controller We also transformed this into an optimal control

or dynamicgame for robustness problem that we can

solve via dynammic programmins

l x encodes F
Now that we have the foundations we ran talk about

practicalchallenges and frontiers of decision theoreticsafety
PRACTICALCHALLENGES RELATEDRESEARCH FRONTIERS

9 scaling the computation of BRT's i.e value function

2
if.EE retataf Y mhi.es use datattiform Brt

ÉÉ spet.sisaontorso'Ihgutitf.ntepEttii.nit spin
4 break the perfect state assumption

v5 analyze more complex dynamical systems

TODAI we will focus on 1 scaling the computation

At the highest level the key approach to scaling we will study is

NEURAL APPROXIMATIONS to the valuefunction

These neural reachabletubes will bakesafety into the training

process which will leveragedata via careful constructionof the

signal we use for learning the neural approximation



NN's are agnostic to grid resolution and so the memory the

learning complexity scales with the underlying complexity of the set

not the resolution

simpleunderlying
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easytorepresent fÉsnE Inlearn forNN

Broadly there are two paradigms for solving for our neural

reachabletubes

reinforcement learning RL

self supervised learning SSL

IEITTET.EE advances in high fidelity simulators

that model hard to write down x ̅ f x u systems and

they use rollouts i.e data of the robotexecuting its behavior in

the simulated environment to approximate an optimalcontrol

sequential decision making problem

KeyCHALLENGE RL algorithms are designed for discounted

sum of reward problems BUI safety isn't about failing
a little on average its about preventing failure ATALL

Typically the RL problem is posed as approximating

vex max
strextine data smid

to discountfactor 8 0 1



The corresponding Bellman backup for this problem w discretetime

determisticdynamics is

VX may rex a greatg
valueHevation

An important property that allows many RL algorithms to work is

the fact that is a contraction mapping Intuitively this

means that successive applications of will convergenn to a

unique fixedpoint
sortition

The problem is that our infinite horizon safety problemdoesn't

does not induce a contractionmapping in the Bellman backup

x may 11 l XI a c problem

V x min elx my fixing
BellmanBackup

How do we discount whith has a min over time
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V x 1 8 l x 8min elx pgyV fixins

Intuitively they interpret 8 0,1 as the probability of theepisode
continuing If it continues then the value will Griffith'stÉ
with probability 1 8 it may end e.g transition into a

terminal state and so your current value is l x1

let's prove that is contraction mapping



III the backup operator BEV
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is a contraction mapping let V V IR
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without loss of generality suppose the first max is larger
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Now that we have a contraction mapping we can unlock RL

algorithms but with our safety informed backup

e safety Q learning
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Yrmeffed E new valueestimatedfromexperience

Selfsupervisedhamings

Still use neural reachable tubes but pose SSL problem

LEA Bansal Tomlin DeepReach ICRA 2021

I lets use the continuous time HJB VI equation
as supervision

If we found a good value function approx Vp x t x t ED

min ex volxit 2 mayoxvfxittflx.us o

It must be that this PDE like equation is equalzero
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the HJ VI should ol
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