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Reap Last time we talked about neural reachabletubes

as approximations to the Tent safety icy

We covered RL approximations by reformulary the

safety Bellman backup to be a contractionmapping
this unlocked RL algorithms e.g Q learning REINFORS
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we also discussed SSL approximations where the main

trick was how to fit Vo x t when we IT have

labels
training data
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KEYIDEA Use the HTB VI as the signal which
automaticatytells you if theUkit is valid
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the HJ VI should of
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update rule 0 O TL O

The loss depends on the time 2 and the spatial XV

gradients of the value function Thus our NN should represent

both the value function its gradients well

Popular activation ReLU max Z 0 is piecewise linear but gradient
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Z struggle toTpresent It it

EIDEI use sinusoidal activations in the NN value function
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