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Why game theory
A mathematical language for describing coupled decision making
problems I
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way accountsfortheother

Time is also key in games Forexample in chess each

player knows they will get to move in the future

Dynamic games of this type are particularly interesting
in AI Robotis I

HRI.EEIIaisanenes
agents or players who is playingthe game

Policies or strategies how the players choose their decisions

One may categorize games across several key axes

mean
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static dynamic differential

static if played a single instance in time e.g 1
round of rock paper scissors



dynamic if play continues over a period of time ex chess

differential if it is played in continuous time
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general sum are games with arbitrary playerobjectives

unconstrained constrained some games have additionalconstraints

on players actions

pure mixed strategies

pure strategies are deterministic

mixed strategy is stochastic
in rock paper scissors mixed strategies are optimal

The most relevant type of game we will see in this class is

infinite dynamic general sum constrained games w pure strategies

HOW DO WEFORMULATE GAMES

let's start with simple static finite purestrategy games

E prisoners Dilemma

2 prisoners suspected of crime Prisoners are guilty but police

need confession b c they don't have enough evidence Police tell each

prisoner they have 2 options confess C quiet Q
Since each player has these options there are 4 outcomes



CC Both confess both given 2 yr sentence

QQ Both quiet both given 1 yr sentence

CQ Qc The one that confesses gets 0 jail time but
the other gets 3 yr sentence
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Imagine P1 decides to confess C1 and P2 decides to stay quiet Q

We can encodethesedecisions or actions in vector form

it on L
Xi this is decision of it Player
The game from any

it 1 24ᵗʰ players perspective is optimizing
x x2 XTM Xz

povotplaye.EEdncisiontEk'Intt'p9ythi costmatrix
Each player is choosing Xp Xz E b 9,1finspaCan we compute the best strategy

If P1 doesnot know what I will do how can we obtain

minimal cost



Well P1 can play a securityftfigyI.im
ie Pt's cost even if
P2 plays adversonially
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one playersgain
isn't othersequalto

what order of play is encoded above i e inat infititon
does each player haveaccess to when choosing strategy

At Read from left to right Player 1 first selects a
strategy Xa then Player 2 chooses response Xz which

maximizes TM X2 given knowledge of

ont
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if we did argmax
Ian g

So to actually Salgames we need to understand that

the solution called an equilibrium can broadly take

two forms for general sum games

1117111
of a 2 player same is

x Xt sit

Ji it x Ji x x xieXi
Intuition no player has unilateral incentive to deviate



So to actually Salgames we need to understand that

the solution called an equilibrium can broadly take

two forms for general sum games

Equilibrium NE of a 2 player game is

a pair of strategies x X2 sit
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LOWERS or equal
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Italian no player has a milateral incentive to deviate

continued Prisoners dilemma

m me

The pure strategies x b form the unique
Nash equilibrium of the game Bet prices confess
NOTE

innthgg.se
it happens that and I are alacrity



Stackelberg Equilibrium SE which can be seen as the

general sum extension of security strategies
Stackelberg equilibria occur when on player must

commit to a strategy that the other views before

deciding its strategy The player who pre commits is
called the leader and the other is follower

P1 leader x argmin Ja x XÉ xp

P2 follower sit x1 argmi 52 X1 X2

P NE Nash Stackelberg in general

How can we algorithmically solve games

ALGOD ITERATED BEST RESPONSE IBD

this will help us compute Nash Equilibrium

Rut initial strategies x x Xi

while not converged do

for 2 1 2 N playerinall
otherplayers

Xi x Xii argmin Ji XY Xi Pi best
response

usinghtilisfumonditionsias
updaterule

return converged x x2
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no convergence guarantees cycling
slow convergence manyexpensive optimizationsteps in

can we do better

T.tl path fiEicitcanthfinasitbonstwehe Fast
den solves

to.PE ayeret2ft s'tp9ti328dii ian 2024

get solution in 350ms
other algos Monte Carlo Tree Search Mets

iterative Linear Quadratic Games Fridorich keil
2019

Why is game theory helpful in HRI

9 joint prediction planning
recall how before we would call tray forecasting model

to give us PCX 1 9 and then robot would

use predictions to plan but this doesn't account

for influence of R's actions on H

2 some settings games can well describe interaction

phenomena e.g economics


