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Last Time

[✓] game-theoretic HRI

This Time

[ ] final project + presentation logistics
[ ] safety & uncertainty in HRI
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At a glance

Final presentations due 12/2
* All presentation slides must be uploaded

Presentation talks   12/3 & 12/5

Final report due    12/12 Note: Extended deadline by 2 days!

No late days allowed. 



Final Report (30% | Dec 12)

Conference-style paper

~6 pages 

IEEE templates in LaTeX and 
Overleaf (click image on right to go 
to Overleaf template)

https://www.overleaf.com/latex/templates/ieee-conference-template/grfzhhncsfqn

https://www.overleaf.com/latex/templates/ieee-conference-template/grfzhhncsfqn


Final Presentations (10%)

• Slides uploaded to Canvas Dec. 2, 11:59pm ET
• Upload Format: ppt, pptx, key, zip, pdf

• Only one submission per team is required as long as 
all team members are clearly identified.

• Please check grading rubric for what we will 
be looking for!



Final Presentations (10%)

Conference-style “spotlight talk” 

Format:
 10 minute presentation <-- strictly enforced!
 + 3 minute Q&A / transition 

For groups of N > 1 all students must speak

Whole must be class present and in-person! 
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Safety & Uncertainty in HRI



[Skydio, 2023]

[Waymo, 2023] [Ren, AZ et al., 2023]

[DeepMind, 2023]

AI is enabling autonomous robots + agents to interact with people at scale



This widespread human—AI interaction
 has also increased safety concerns ….



Source: https://abc7news.com/

Unsafe early braking (Tesla, 2023)

Even if safety specification is “simple”, decision-making is hard 



[Ren, et al., “KnowNo”. CoRL 2023]

…but safety can also be much more

Source: https://www.youtube.com/watch?v=ax0UK9ZRxww

Knowing that falling into water is dangerous Understand that its unsafe to put metal or plastic in microwave

Robots should “know when they don’t know”



feedback loop

Present at:Influences:

representations
robot decisions

human responses

training
fine-tuning
deployment



feedback loop

The safety of an AI model cannot be determined in isolation: 
it is entangled with the behavior of human users over time



dynamical 
system

AI

feedback loop

Let’s use formalisms from control & dynamical systems to model 
human—robot/AI feedback loops influenced by robot decisions



𝜙𝑅
robot’s 
representation

human’s 
representation

𝜙𝐻

𝜙𝑅: 𝒪𝑅 → ΦR

𝐨𝑅 = [𝑜𝑅
0, … 𝑜𝑅

𝑡 ] ∈ 𝒪𝑅

𝜙𝐻: 𝒪𝐻 → ΦH

𝐨𝐻 = [𝑜𝐻
0 , … 𝑜𝐻

𝑡 ] ∈ 𝒪𝐻

Let’s use formalisms from control & dynamical systems to model 
human—robot/AI feedback loops influenced by robot decisions





𝜙𝑅

𝜙𝐻 𝜋𝐻: 𝜙𝐻 → 𝑎𝐻

𝜋𝑅: 𝜙𝑅 → 𝑎𝑅

robot’s policy

human’s policy

physical action, preference 
feedback, text prompt…

physical action, generations 
for human to rank, …

Let’s use formalisms from control & dynamical systems to model 
human—robot/AI feedback loops influenced by robot decisions



𝜙𝑅

𝜙𝐻 𝜋𝐻: 𝜙𝐻 → 𝑎𝐻

𝜋𝑅: 𝜙𝑅 → 𝑎𝑅

𝑧𝑡+1 = 𝑓(𝑧𝑡 , 𝜋𝑅 , 𝜋𝐻)
closed-loop dynamics

𝑧 ≔ [𝑠, 𝜙𝑅, 𝜙𝐻]

true state + agent representations

Let’s use formalisms from control & dynamical systems to model 
human—robot/AI feedback loops influenced by robot decisions

Robot’s life cycle!



𝝓𝑹

𝜙𝐻 𝜋𝐻: 𝜙𝐻 → 𝑎𝐻

𝜋𝑅: 𝜙𝑅 → 𝑎𝑅

How can robots adapt 
their safety strategies 
under uncertainty?

How can robots learn safety 
representations from humans?

How can we formalize 
interactive robot safety?



𝜙𝑅

𝜙𝐻 𝜋𝐻: 𝜙𝐻 → 𝑎𝐻

𝜋𝑅: 𝜙𝑅 → 𝑎𝑅

How can robots adapt 
their safety strategies 
under uncertainty?

How can robots learn safety 
representations from humans?

How can we formalize 
interactive robot safety?



car_action =

brake    if d(you, front_car) < car_len

speed    else

designer

I want a safe 
autonomous car

i.e., “don’t collide”

How can we formalize interactive robot safety?

Question: How do we 
mathematically represent 
a safety hazard? 

𝑑𝑖𝑠𝑡 𝑐𝑎𝑟1𝑥𝑦 , 𝑐𝑎𝑟2𝑥𝑦 ≤ 0

Question: How do we 
design a safety strategy 
for the autonomous car?



car_action =

brake    if d(you, front_car) < car_len

speed    else

Env. topology

Weather

Relative speed

Many drivers





How can we automatically generate robot safety strategies?

[Mitchell, Bayen, Tomlin, TAC 2005], [Margellos and Lygeros, TAC 2011], [Başar, 1998]

Safety strategy 

robot

human

Adversarial Model of Interaction

Zero-sum dynamic games!

Idea from robust control:





The Four Ingredients for Safety

(1) State Space 𝑥 ∈ ℝ4

xy-position, velocity, heading



The Four Ingredients for Safety

(2) Dynamics 𝑥𝑡+1 = 𝑓(𝑥𝑡, 𝒖𝒕, 𝒅𝒕)

ሶ𝑥 = 𝑓(𝑥, 𝒖, 𝒅)

𝑥′ = 𝑆𝑖𝑚𝑢𝑙𝑎𝑡𝑜𝑟(𝑥, 𝒖, 𝒅)
𝑥



The Four Ingredients for Safety

(3) Opponent Model 𝒅 ∈ 𝑫

𝑥

𝑓

hard-to-model 
friction

another agent

external 
forces



The Four Ingredients for Safety

𝑥

𝑓

𝑫

(4) Failure Set     ℱ ⊆ 𝑋



Let’s cook up a safety strategy!

𝑥

𝑓

𝑫

ℱ



ℱ = {𝑥: ℓ(𝑥) ≤ 0}

Encode Failure Set

Let’s cook up a safety strategy!

𝑥

𝑓

𝑫

ℱ



𝑉 𝑥 ≔ max
𝝅𝒖

min
𝝅𝒅

min
𝑡≥0

 ℓ(𝜁𝑥
𝒖,𝒅 𝑡 )

Pose Safety Critical Game

Let’s cook up a safety strategy!

V “remembers” the closest system got to failure under 
best robot strategy 𝝅𝒖 and worst opponent strategy 𝝅𝒅

𝑥

𝑓

𝑫

ℱ

𝑢

𝑑
𝑥



Let’s cook up a safety strategy!

𝑉 𝑥 ≔ max
𝝅𝒖

min
𝝅𝒅

min
𝑡≥0

 ℓ(𝜁𝑥
𝒖,𝒅 𝑡 )

Solve Safety Game

Many solvers: exact grid-based PDE solvers [1], 
adversarial RL [2,3], self-supervised learning [4]

[1] Mitchell, Journal of Scientific Computing 2008
[2] Pinto, et al. ICML 2017
[3] Hsu, et al. L4DC 2023
[4] Bansal & Tomlin, ICRA 2021 



Let’s cook up a safety strategy!

Safe Set (i.e., “Monitor”)

𝒮  = {𝑥 ∶ 𝑉 𝑥 ≥ 0}𝜋  ,

Safety Policy

𝒮  

𝜋  



Let’s cook up a safety strategy!

Safe Set (i.e., “Monitor”)

*Note: there are many filtering variants! 

𝒮  = {𝑥 ∶ 𝑉 𝑥 ≥ 0}𝜋  ,

Safety Policy

Safety Filter*

𝑎 = ቊ
𝑥 near bdry 𝒮𝜋  ,

[any policy here], 𝑥 ∈ 𝒮

𝒮  
[any policy]𝜋  

[Hsu, et al. ”The Safety Filter."  Annual Review of Control, Robotics, and Autonomous Systems, 2023]

[Wabersich, et al. "Data-driven safety filters." Control Systems Magazine, 2023]



Vision-Based Robot Without Safety Strategy

[Bajcsy*, et al. CDC 2019]



Robot With Safety Strategy

[Bajcsy*, et al. CDC 2019]



Unsafe set 

Safety strategies applied to interaction … 

Zero-Sum Dynamic Game

NN-plan, 
MPC, etc. 

Backup safety 
control

robot

human

𝑉 𝑥 ≔ max
𝝅𝑹

min
𝝅𝑯

min
𝑡≥0

 ℓ(𝜁𝑥
𝒖𝑹,𝒖𝑯 𝑡 )

Safety Game



Zero-sum games give us robustness but…



Without much knowledge of the real world, 
traditional safety strategies can be too pessimistic

Robot aborts merge!

Even if human yields, robot serves around

human

robotSafety “bubble” boundary



𝜙𝑅

𝜙𝐻 𝜋𝐻: 𝜙𝐻 → 𝑎𝐻

𝜋𝑅: 𝜙𝑅 → 𝑎𝑅

How can robots learn safety 
representations from humans?

How can we formalize 
interactive robot safety?

How can robots adapt 
their safety strategies 
under uncertainty?



Good to be robust, but humans aren’t always adversaries

[Bobu, Bajcsy, et al. T-RO 2020][Bajcsy* & Fisac* et al, RSS 2018]



Let’s use zero-sum games for robustness, but inform 
them with (data-driven) human predictions

𝑥

𝑓

𝑼𝑯

ℱ
informed via prediction models 



𝑉 𝑥 ≔ max
𝝅𝑹

min
𝝅𝑯∈Π𝐻

min
𝑡≥0

 ℓ(𝜁𝑥
𝒖𝑹,𝒖𝑯 𝑡 )

Π𝐻 ≔  {𝑢𝐻 ∶  𝑃 𝑢𝐻 𝑥hist ≥ 𝜖}

Predict complex scene-conditioned behavior via 
Motion Transformer [Shi et al. NeurIPS, 2022]

Human prediction-informed robot safety strategies

[Hu*, Zhang*, Nakamura, Bajcsy, Fisac. “Deception Game.” CoRL 2023]

Robustness via zero-sum game, but actions we 
safeguard against are informed via human behavior model

human behavior model

robot

human



𝑉 𝑥 ≔ max
𝝅𝑹

min
𝝅𝑯∈Π𝐻

min
𝑡≥0

 ℓ(𝜁𝑥
𝒖𝑹,𝒖𝑯 𝑡 )

Π𝐻 𝑢𝑅
plan

≔  {𝑢𝐻 ∶  𝑃 𝑢𝐻 𝑢𝑅
plan

, 𝑥hist ≥ 𝜖}

Model robot influence via 
Conditional Behavior Predictors

[Pandya, Liu, Bajcsy. arXiv 2025 (ICRA submission)]

Robustness via zero-sum game, but actions we 
safeguard against are informed via human behavior model

Human prediction-informed robot safety strategies



Unsafe set 
(smaller) 
Unsafe set 

Safety strategies applied to interaction … 

Zero-Sum Dynamic Game

NN-plan, 
MPC, etc. 

Backup safety 
control

General-Sum Dynamic Game, Neural 
Network, etc…

robot

human



prediction
ground truth

Data-driven models can fail under out-of-distribution human interactions 

[Sun et al, 2021] [Bajcsy* & Fisac* et al, RSS 2018]



robot

human Use the human data observed online to adapt

data 

Idea:

predictions

the conservativeness of the robot’s safety strategy



Confidence-Aware Game-Theoretic Safety Strategies

robot

human

Idea 1: 
Use human behavior model 

𝑃(𝐮𝑯 ∣ 𝒙, 𝐮𝑹)

to restrict set of actions robot is robust to
𝑢𝐻 ∈ ෩𝑈𝐻 ⊂ 𝑈𝐻

Idea 2: 
Online, infer the robot’s 

uncertainty in predicting human

𝑢𝐻 ∈ ෩𝑈𝐻 = 𝑈𝐻

Less conservative Most conservative

[Tian*, Sun*, Bajcsy*, et al. “Safety Assurances for Human-Robot Interaction via Confidence-aware Game-theoretic Human Models”, ICRA 2022]



𝑃 𝐮H 𝑥0, 𝐮R; 𝜆, 𝛽) 
𝑒𝛽𝑅𝐻(𝑥0, 𝐮H,𝐮R

∗ (𝐮H))

if 𝜆 = follower 

if 𝜆 = leader Human’s role

∝

Human’s rationality
(also referred to as model confidence)

Example: Stackelberg Game Predictor

Human traj.

Joint state

Robot traj.

[Sadigh, et a., RSS 2016], [Schwarting et al, PNAS 2019], [Fisac et al, ICRA 2019], …

[Fisac et al RSS 2018], [Bajcsy et al, ICRA 2019], [Carreno-Medrano et al, RO-MAN 2019]

𝑒𝛽𝑅𝐻(𝑥0, 𝐮H,𝐮𝑅)

𝛽 → 0𝛽 → ∞



𝑃 𝐮H 𝑥0, 𝐮R; 𝜆, 𝛽) 

Infer confidence of the predictor & 
role of human in game

𝑏𝑡+1 𝛽, 𝜆 ∝ 𝑃 ෝ𝐮𝐻 𝑥0, ෝ𝐮𝑅; 𝜆, 𝛽)𝑏𝑡(𝛽, 𝜆)

ෝ𝐮𝐻

ෝ𝐮𝑹



𝑃 𝐮H 𝑥0, 𝐮R; 𝜆, 𝛽) 𝑏𝑡+1 𝛽, 𝜆 ∝ 𝑃 ෝ𝐮𝐻 𝑥0, ෝ𝐮𝑅; 𝜆, 𝛽)𝑏𝑡(𝛽, 𝜆)

Online update of the robot’s safety strategy

𝑃 𝐮H 𝑥0, 𝐮R) = 𝔼𝛽,𝜆𝑃 𝐮H 𝑥0, 𝐮R; 𝜆, 𝛽) 

Predict likely human trajectories. 

Infer confidence of the predictor



𝑃 𝐮H 𝑥0, 𝐮R; 𝜆, 𝛽) 𝑏𝑡+1 𝛽, 𝜆 ∝ 𝑃 ෝ𝐮𝐻 𝑥0, ෝ𝐮𝑅; 𝜆, 𝛽)𝑏𝑡(𝛽, 𝜆)

Predict likely human trajectories.
𝕌𝐻 𝐮𝐑

Set of sufficiently likely control trajectories.

𝕌𝐻 𝐮𝐑 = 𝐮𝐇 ∶  𝑃 𝐮H 𝑥0, 𝐮R > 𝜖}

𝑃 𝐮H 𝑥0, 𝐮R) = 𝔼𝛽,𝜆𝑃 𝐮H 𝑥0, 𝐮R; 𝜆, 𝛽) 

Online update of the robot’s safety strategy

Infer confidence of the predictor



𝑈𝐻

𝑃 𝐮H 𝑥0, 𝐮R; 𝜆, 𝛽) 𝑏𝑡+1 𝛽, 𝜆 ∝ 𝑃 ෝ𝐮𝐻 𝑥0, ෝ𝐮𝑅; 𝜆, 𝛽)𝑏𝑡(𝛽, 𝜆)

New control bounds for safety monitor.

Predict likely human trajectories.

Set of sufficiently likely control trajectories.

𝕌𝐻 𝐮𝐑 = 𝐮𝐇 ∶  𝑃 𝐮H 𝑥0, 𝐮R > 𝜖}

෩𝑈𝐻 ≔ [𝑢𝐻(𝐮𝐑), 𝑢𝐻(𝐮𝐑)]

𝑃 𝐮H 𝑥0, 𝐮R) = 𝔼𝛽,𝜆𝑃 𝐮H 𝑥0, 𝐮R; 𝜆, 𝛽) 

෩𝑈𝐻

Online update of the robot’s safety strategy

Infer confidence of the predictor

𝑉 𝑥 ≔ max
𝝅𝑹

min
𝝅𝑯∈Π𝐻

min
𝑡≥0

ℓ(𝜁𝑥
𝒖𝑹,𝒖𝑯 𝑡 )



𝛽low high

𝜆

𝑏(𝛽, 𝜆)

𝛽low high

𝜆

𝑏(𝛽, 𝜆)

Less conservative Most conservative

𝑏(𝛽, 𝜆)

Game and model 
confidence inference

𝑈𝐻

෩𝑈𝐻

𝑈𝐻

෩𝑈𝐻



Worst-case Safety Monitor
Confidence-aware Game-theoretic Safety

(unmodelled human)(modelled human)

𝛽low high

𝜆

𝑏(𝛽, 𝜆)

𝛽low high

𝜆

𝑏(𝛽, 𝜆)



Worst-case Safety Monitor
Confidence-aware Game-theoretic Safety

(unmodelled human)(modelled human)

𝛽low high

𝜆

𝑏(𝛽, 𝜆)

𝛽low high

𝜆

𝑏(𝛽, 𝜆)

Worst-case Safety Confidence-aware Game-theoretic Safety

Collision rate

Safety override rate

Reward Improvement %
(w.r.t worst-case safety)



𝜙𝑅

𝜙𝐻 𝜋𝐻: 𝜙𝐻 → 𝑎𝐻

𝜋𝑅: 𝜙𝑅 → 𝑎𝑅

How can robots adapt 
their safety strategies 
under uncertainty?

How can we formalize 
interactive robot safety?

How can robots learn safety 
representations from humans?



Proximity to agents

So far, the safety representations we have seen are….

Easy-to-sense obstacles

ℱ = {𝑥 ∶ ∥ 𝑥 − SLAM 𝑥 ∥2 ≤ 𝜖}ℱ = {𝑥 ∶ ∥ 𝑥𝑅  − 𝑥𝐻 ∥2 ≤ 𝜖}

𝑥𝐻

𝑥𝑅 𝑥
SLAM(𝑥)



Real images taken by my students!

Germany – graffiti artist’s setup Brazil – caution tape

I shouldn’t cut under caution tape I should stay away from ladders

But in the open world, there are many more constraints….

Pittsburgh – road work

I should keep off 

sidewalk



Brazil – caution tape

But in the open world, there are many more constraints….

Spills

Accidents

Fragile objects

Germany – graffiti artist’s setup 

Sensitive personal areas

Pittsburgh – road work



Safety representations are more nuanced than collisions



How can we encode – and continually update – 
these semantically-meaningful safety constraints?



Vision-language models enable a flexible way 
to communicate safety constraints to the robot

Avoid the area 

surrounded by 
caution tape

Language Feedback

Avoid the coffee 

spill

Sent at 12:04 

Sent at 12:05 

... 



Offline

Failure Set Safe Set & Policy

Robot

ℱ𝐸
0 𝒮  ,0, 𝜋  ,0

L. Santos*, Z. Li*, L. Peters, S. Bansal†, A. Bajcsy† . “Updating Robot Safety Representations Online from Natural Language Feedback” arXiv 2024. (ICRA submission) 



Avoid the area 

surrounded by 

caution tape.

Online

OWL-ViT

Human Robot

RGB

Detection

Semantic Failure Set

Warm-Start 
HJ Reachability

Updated Safe 
Set & Policy

Safety 
Filter

ℱ𝐸
𝑡

𝜋𝑅
∗

𝒮  ,𝑡 , 𝜋  ,𝑡

L. Santos*, Z. Li*, L. Peters, S. Bansal†, A. Bajcsy† . “Updating Robot Safety Representations Online from Natural Language Feedback” arXiv 2024. (ICRA submission) 



From the human’s POV…

L. Santos*, Z. Li*, L. Peters, S. Bansal†, A. Bajcsy† . “Updating Robot Safety Representations Online from Natural Language Feedback” arXiv 2024. (ICRA submission) 



From the robot’s POV…

L. Santos*, Z. Li*, L. Peters, S. Bansal†, A. Bajcsy† . “Updating Robot Safety Representations Online from Natural Language Feedback” arXiv 2024. (ICRA submission) 





On the Robustness to Language Feedback Timing

Avoid the free weights area.

From HSSD-HAB home dataset + Habitat 3.0 simulator



𝝓𝑹

𝜙𝐻 𝜋𝐻: 𝜙𝐻 → 𝑎𝐻

𝜋𝑅: 𝜙𝑅 → 𝑎𝑅

How can robots adapt 
their safety strategies 
under uncertainty?

How can robots learn safety 
representations from humans?

How can we formalize 
interactive robot safety?



[Waymo, 2023] [Ren, AZ et al., 2023]

[Kedia et al., 2023] [DeepMind, 2023]

More work to be done so autonomous robots can interact safely at scale



𝜙𝑅

𝜙𝐻 𝜋𝐻: 𝜙𝐻 → 𝑎𝐻

𝜋𝑅: 𝜙𝑅 → 𝑎𝑅

𝑧𝑡+1 = 𝑓(𝑧𝑡 , 𝜋𝑅 , 𝜋𝐻)

Safety & Uncertainty in Human-Robot Interaction

abajcsy@cmu.edu i n t e n t
R O B O T I C S  L A B

Adapt robot safety 
strategies based on 
confidence in predictive 
human models

Robots can learn more nuanced 
safety representations from 
natural language feedback

Formalize safety during 
interaction via zero-sum 
dynamic games
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