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Safety & Uncertainty in HRI
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Al is enabling autonomous robots + agents to interact with people at scale
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This widespread human — Al interaction
has also increased safety concerns ....

My News Q

Autos & Transportation | Product Liability | Manufacturing | Regulatory & Policy | Products

US agency probes pedestrian risks at GM's self-
driving unit Cruise

By David Shepardson and Nick Carey

October 17, 2023 3:19 PM EDT - Updated 10 months ago

N

oogle DeepMind

RESPONSIBILITY & SAFETY

Introducing the Frontier Safety
Framework

17 MAY 2024

Anca Dragan, Helen King and Allan Dafoe

< Share

OCTOBER 30, 2023

Executive Order on the Safe, Secure, and
Trustworthy Development and Use of Artificial
Intelligence

BRIEFING ROOM

PRESIDENTIAL ACTIONS

By the authority vested in me as President by the Constitution and the

laws of the United States of America, it is hereby ordered as follows:

Section 1. Purpose. Artificial intelligence (AI) holds extraordinary
potential for both promise and peril. Responsible AI use has the potential to
help solve urgent challenges while making our world more prosperous,
productive, innovative, and secure. At the same time, irresponsible use cou

exacerbate societal harms such as fraud, discrimination, bias, and

disinformation; displace and disempower workers; stifle competition; and



Even if safety specification is “simple”, decision-making is hard

Unsafe early braking (lesla, 2023)

Source: https://abc7news.com/



...but safety can also be much more

Knowing that falling into water is dangerous Understand that its unsafe to put metal or plastic in microwave

T et

Source: https://www.youtube.com/watch?v=axOUK9ZRxww [Ren, et al., “KnowNo”. CoRL 2023]
Robots should “know when they don’t know”
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The cannot be determined in isolation:
1t 1s users over time
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Let’s use formalisms from to model
human—robot/Al feedback loops influenced by
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Let’s use formalisms from control & dynamical systems to model
human—robot/Al feedback loops influenced by robot decisions

robot’s
éo representation

O
¢ human’s ~
H representation

Orp = [ORQ, O}t?] € OR



Aligning Human and Robot Representations

Andreea Bobu” Andi Peng’ Pulkit Agrawal
University of California, Berkeley MIT MIT
abobu@berkeley.edu andipeng@mit.edu pulkitag@mit.edu
Julie A. Shah Anca D. Dragan
MIT University of California, Berkeley
julie_a_shah@csail. mit.edu anca@berkeley.edu
ABSTRACT Possible Robot Representations
To act in the world, robots rely on a representation of salient task ﬁb“mm’“ Feature SEN
aspects: for example, to carry a coffee mug, a robot may consider Human

movement efficiency or mug orientation in its behaviour. However,
if we want robots to act for and with people, their representations
must not be just functional but also reflective of what humans care
about, i.e. they must be aligned. We observe that current learning ap-
proaches suffer from representation misalignment, where the robot’s
learned representation does not capture the human’s representa-
tion. We suggest that because humans are the ultimate evaluator of
robot performance, we must explicitly focus our efforts on aligning
learned representations with humans, in addition to learning the
downstream task. We advocate that current representation learning
approaches in robotics should be studied from the perspective of
how well they accomplish the objective of representation alignment.
We mathematically define the problem, identify its key desiderata,
and situate current methods within this formalism. We conclude
by suggesting future directions for exploring open challenges.

CCS CONCEPTS

« Computing methodologies — Learning latent representa-
tions; Inverse reinforcement learning; Learning from demonstrations.

KEYWORDS

Representation

N

Representation
Alignment

N~
'ﬁ“’\‘

T 1

Figure 1: We formalize representation alignment as the search for a
robot task representation that is easily able to capture the true hu-
man task representation. We review four categories of current robot
representations and summarize their key takeaways and tradeoffs.

Embeddings
-

a coffee mug, the robot considers efficiency, mug orientation, and
distance from the user’s possessions in its behaviour. There are two
paradigms for learning representations: one that explicitly builds in
structure for learning task aspects, e.g. feature sets or graphs, and




Let’s use formalisms from control & dynamical systems to model
human—robot/Al feedback loops influenced by robot decisions

. physical action, generations
éo{ ¢R ‘ n-R * ¢R - aR } for human to rank, ...
tml robot’s policy

[e]
3 ¢ Tt ¢ - physical action, preference
H H+¥H H feedback, text prompt. ..

human’s policy




Let’s use formalisms from control & dynamical systems to model
human—robot/Al feedback loops influenced by robot decisions

éo{ Pr ‘ TRi@r = GR}
true state + agent representations tml

x0
z = [s, ¢r, dul

\ closed-loop dynamics

zt = f(Zt» TR, Ty)

\ '4
Robot’s life cycle! 30
TQbH ‘ T[H:qu_)aH}




How can we formalize
interactive robot safety?

How can robots adapt
their safety strategies
under uncertainty?

o

OU

(0

0

o

{c/)H

¢y — J

How can robots learn safety
representations from

?
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0 How can we formalize
interactive robot safety?
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How can we formalize interactive robot safety?

[ want a safe
autonomous car
J

(ﬂ)ﬁ i.e., “don’t collide”

N

J

designer

Question: How do we
design a safety strategy 4
for the autonomous car?

car_action = <

\

Question: How do we
mathematically represent
a safety hazard?

Q o20

dist(carlxy, caery) <0

Too close
brake if d(you, front car) < car_len
speed el se



Eno. topology Relative speed

2 seconds

Y R ——— €==4g 67m
80 kmm
2 seconds
45m
40 km/h
2 seconds
23m

Weather Many drivers

UNDER NORMAL CONDITIONS

« T 3 . ol b

DURING WINTER WEATHER CONDITIONS

e

Too close

brake if d(you, front car) < car_len

car_action = -<

speed el se




On a Formal Model of Safe and Scalable Self-driving Cars

Shai Shalev-Shwartz, Shaked Shammah, Amnon Shashua

Definition 1 (Safe longitudinal distance — same direction) A longitudinal distance between a car c, that drives
behind another car cy, where both cars are driving at the same direction, is safe w.r.t. a response time p if for any
braking of at most Gmax, brake, performed by cy, if ¢, will accelerate by at most Gmax accel during the response time,
and from there on will brake by at least amin brake Until a full stop then it won’t collide with cy.

moblleye

AnfrielCompany

Inr{ Lemma 2 below calculates the safe distance as a function of the velocities of ¢, ¢y and the parameters in the definition. =. ln
parame
additior
that eve

Lemma 2 Let ¢, be a vehicle which is behind c; on the longitudinal axis. Let p, Gy ax brakes @max,accels @min brake De
as in Definition 1. Let v,,vy be the longitudinal velocities of the cars. Then, the minimal safe longitudinal distance
between the front-most point of ¢, and the rear-most point of cy is:

2
('Ur + f:""J'ma.x,aa.cce])2 _ Uy

2amin,brake 2amax,brake

dmin = |Urp + Qmax,accel 92 +

2

where we use the notation [z]4 = max{z,0}.

3

NVIDIA

Waymo's Safety Methodologies and Safety Readiness Determinations

o ~ the careful approach to safety that has made it pd
Safety doploy fully cutonomous diving technology on public 0ods.
Methodologies

The Safety Force Field

David Nistér, Hon-Leung Lee, Julia Ng, Yizhou Wang

Collsion Avoidance Effectiveness of an Automated Driving System Using o
e Human Driver Behavior Reference Model in Reconstructed Fatal Collisions

Collision
Avoidance
Effectiveness

A study examining how well the Waymo Driver avoids collisions by using  human behavior rd
response @ human driver thatis , with h

¥

An omni-directional model of iniurv risk in planar




How can we automatically generate robot safety strategies?

Safety strategy
% Idea from robust control:
Y bot : 1
Trono
- O— Zero-sum dynamic games!

\_Adversarial Model of Interaction /

[Mitchell, Bayen, Tomlin, TAC 2005], [Margellos and Lygeros, TAC 2011], [Basar, 1998]






The Four Ingredients for Safety

(1) State Space  x € R*

xy-position, velocity, heading




The Four Ingredients for Safety

x=f(x,u,d)
(2) Dynamics  x"** = f(x*,u',d")

x' = Simulator(x,u, d)




The Four Ingredients for Safety

~

external .

hard-to-model forces

friction 0

‘o

another agent

(AT

(3) Opponent Model deD

=




The Four Ingredients for Safety

(4) Failure Set F c X

D &




L J
et’s cook up a safety strategy!

ﬂb\nx\

Dz



N - =

Let’s cook up a safety strategy!

Encode Failure Set

F = {x:£(x) < 0)



Let’s cook up a safety strategy!

Pose Safety Critical Game
V(x) := maxmin (mln (¢, (t)))

T, Tq t=0

V “remembers” the closest system got to failure under
best robot strategy 1, and worst opponent strategy 1,




Let’s cook up a safety strategy!

Solve Safety Game
V(x) := maxmin (mln (¢, (t)))

T, Tq t=0

Many solvers: exact grid-based PDE solvers [1],
adversarial RL [2,3], self-supervised learning [4]

Dz

[1
[2
[3
[4

Mitchell, Journal of Scientific Computing 2008
Pinto, et al. ICML 2017

Hsu, et al. L4DC 2023

Bansal & Tomlin, ICRA 2021

d e e e



Let’s cook up a safety strategy!

Safety Policy

7 sU={x:V(x) =0}
Safe Set (i.e., “Monitor”)




Let’s cook up a safety strategy!

Safety Policy

7 sU={x:V(x) =0}
Safe Set (i.e., “Monitor”)

Safety Filter*
a = T[O, X near bdryé“7
o [any policy here], XES

Dz

*Note: there are many filtering variants!

[Wabersich, et al. "Data-driven safety filters." Control Systems Magazine, 2023]
[Hsu, et al. “The Safety Filter." Annual Review of Control, Robotics, and Autonomous Systems, 2023]



Vision-Based Robot Without Safety Strategy

_.

[Bajcsy*®, et al. CDC 2019]
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[Bajcsy™, et al. CDC 2019]
JCSy



Safety strategies applied to interaction ...

Unsafe set

Backup safety
control

Safety Game
V(x) := maxmin (min f((,’;‘R’u”(t)))

MR Ty t=0

Zero-Sum Dynamic Game



Zero-sum games give us robustness but...



Without much knowledge of the real world,
traditional safety strategies can be too pessimistic

Robot aborts merge!

human @

Safety “bubble” boundary ] o robot

Even if human yields, robot serves around



o

o

B
XD

e How can robots adapt
their safety strategies 3

under uncertainty?

mO

{cpH

¢y — J




Good to be robust, but humans aren’t always adversaries

[Bajesy™ & Fisac* et al, RSS 2018] [Bobu, Bajcsy, et al. T-RO 2020]



Let’s use zero-sum games for robustness, but inform
them with (data-driven) human predictions

X

f
@ Uy informed via prediction models
:F'




Human prediction-informed robot safety strategies

Robustness via zero-sum game, but actions we
safeguard against are informed via human behavior model

. \ . Up, Uy
== V0 =maxmn (mip Q")

——— R

robot

My = {ug: P(uy|x"s) > €}
- ~ J

human behavior model

kil

Predict complex scene-conditioned behavior via

Metric/Method Opponent policy Robust (w/o learning) Deception Game (ours) Motion Transformer [Sh1 et al. NeurIPS, 2022]

0 % 0 %
Modeled (ep = 0.2) 6.27 + 0.86 473 £ 0.97

Failure rate
Completion time (s)

[Hu*, Zhang*, Nakamura, Bajcsy, Fisac. “Deception Game.” CoRL 2023]



Human prediction-informed robot safety strategies

Robust Controller SLIDE

Robustness via zero-sum game, but actions we
safeguard against are informed via human behavior model

Influenceable Human

V(x) := max min (min f((;R’uH(t)))

mwp my€Elly \ t=20

Safe Live

v v

Stubborn Human

1 1 |
My (ug an) = {uy: P (uH|ug an,xh‘St) > €}

Collision rate  Completion rate ~ Completion Time (s) . .
| i > Model robot influence via

gé’ia&ty %S?g; gégé 2:3 i i? Conditional Behavior Predictors
Robust-RA 1.4% 97.0% 2.6+ 2.1
Marginal-RA 1.5% 98.0% 25+1.3
SLIDE (ours) 1.9% 98.1% 1.9+0.8

[Pandya, Liu, Bajcsy. arXiv 2025 (ICRA submission)]



Safety strategies applied to interaction ...

(smaller)

Unsafe set .
“~ Unsafe set

Backup safety
control

\

/
o
@O ‘ ,”"—‘—_—_—-§N§\
-

=

\ /

Zero-Sum Dynamic Game General-Sum Dynamic Game, Neural
Network, etc...




Data-driven models can fail under out-of-distribution human interactions

: .&
@] — ‘0"*
R rediction
ground truth, % P
. Q U
® @
o

[Sun et al, 2021] [Bajcsy* & Fisac* et al, RSS 2018]



predictions

Idea:
Use the human data observed to adapt
Q(\ the conservativeness of the robot’s safety strategy
L)



Confidence-Aware Game-Theoretic Safety Strategies

Idea 2:
Online, infer the robot’s

’ uncertainty in predicting human

human

\ Idea 1: N
N Use human behavior model @
. P(uy | x,up)
- ’ \_ Y

to restrict set of actions robot is robust to

uy € Uy € Uy uy € Uy = Uy

Less conservative Most conservative

[Tian*, Sun*, Bajcsy*, et al. “Safety Assurances for Human-Robot Interaction via Confidence-aware Game-theoretic Human Models”, ICRA 2022]



Example: Stackelberg Game Predictor

Human traj. Robot traj. (

P(uy|x®ug; A, ) o« <

Joint state Human'’s roleT

e Ry (x°, ui,uR) if A = follower

e Ry (xo» “H»uE(uH))if A =leader

\.

Human’s rationality
(also referred to as model confidence)

[Sadigh, et a., RSS 2016], [Schwarting et al, PNAS 2019], [Fisac et al, ICRA 2019], ...
[Fisac et al RSS 2018], [Bajcsy et al, ICRA 2019], [Carreno-Medrano et al, RO-MAN 2019]




Infer confidence of the predictor &
role of human in game

P(uylx®ug; 4, 6) ~ bETH(B,A) o P(U]x°, Ug; A, )b(F, 1)




Infer confidence of the predictor

P(uylx®ug; 4, 6) » bTTH(B,A) o« P(Uy]x°, Ug; 4, £)BE (S, 1)

Online update of the robot’s safety strategy

Predict likely human trajectories.

P(quxO, uR) = IEﬁ’AP(qu.XO, UR; /1, ﬁ)




Infer confidence of the predictor

P(uylx®ugs 4,5) -~ ~ bETH(B,A) o P(U]x°, Ug; A, )b(F, 1)

Online update of the robot’s safety strategy

Predict likely human trajectories. -
P(quxO, uR) —= IEﬁl,lP(quxO, UR; /L :B)

Set of sufficiently likely control trajectories.
[UH(UR) = {uH : P(quxO, UR) > E} Q

Uy, (ug)



Infer confidence of the predictor

P(uylx®ugs 4,5) -~ ~ bETH(B,A) o P(U]x°, Ug; A, )b(F, 1)

Online update of the robot’s safety strategy

Predict likely human trajectories.

P(quxO, uR) —= IEﬁl,lP(quxO, UR; /1, :B)
Set of sufficiently likely control trajectories.

Uy (ug) = {uy + P(uylx®, ug) > €}

( 2
N

MNew control bounds for safety monitor.
= 1 ] UR,uUy )
[uH<uR>,uH<uR>] [ Vix) mmm P ]

N




Game and model
confidence inference

\_ low g high

Less conservative

low g high

Most conservative



e b(B, 1)

(o - -
\?;@37\ N O o bt

low " high

\_ low '3_ high | \_ ’
: Confidence-aware Game-theoretic Safety
Worst-case Safety Monitor (modelled human) (unmodelled human)

D S A\

9 AQ 9 AL 9 AQ
\ \
= 2 -

[BAY




WO EZEEEREIG M Confidence-aware Game-theoretic Safety

Human type | CR
modeled "
unmodeled / -H 7

Reward Improvement %

Collision rate (w.r.t worst-case safety)

Safety override rate
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o How can robots learn safety
representations from ?
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So far, the safety representations we have seen are....

Proximity to agents Easy-to-sense obstacles




But in the open world, there are many more constraints....

Brazil — caution tape [ al BN Germany — graffiti artist’s setup

. | should keep off
sidewalk

- : t’”h; el

-

k Real images taken by my students! \J




But in the open world, there are many more constraints....

. . ) T VT — _ ,
Brazil — caution tape [ Pittsburgh — road work







How can we encode — and continually update —
these semantically-meaningful safety constraints?



Language Feedback

Avoid the area
surrounded by

caution tape

Avoid the coffee
spill

Vision-language models enable a flexible way
to communicate safety constraints to the robot




Offline

Robot

Failure Set

L. Santos*, Z. Li* L. Peters, S. Bansal', A. Bajcsy*. “Updating Robot Safety Representations Online from Natural Language Feedback” arXiv 2024. (ICRA submission)



Avoid the area

surrounded by
caution tape.

A 4

A

OWL-ViT

Semantic Failure Set

A 4

Warm-Start

HJ Reachability

4

A

Updated Safe
Set & Policy

L. Santos*, Z. Li* L. Peters, S. Bansal, A. Bajcsy*. “Updating Robot Safety Representations Online from Natural Language Feedback” arXiv 2024. (ICRA submission)



From the human’s POV...

Language Feedback

9

L. Santos*, Z. Li* L. Peters, S. Bansal', A. Bajcsy*. “Updating Robot Safety Representations Online from Natural Language Feedback” arXiv 2024. (ICRA submission)



From the robot’s POV...

L. Santos*, Z. Li* L. Peters, S. Bansal', A. Bajcsy*. “Updating Robot Safety Representations Online from Natural Language Feedback” arXiv 2024. (ICRA submission)






On the Robustness to Language Feedback Timing

Plan-Lang Safe-Lang

= . B L T —

t=6s t=9s t=12s t=6s t=9s t=12s

From HSSD-HAB home dataset + Habitat 3.0 simulator



How can we formalize
interactive robot safety?

How can robots adapt
their safety strategies
under uncertainty?

o

OU

(0

0

o

{c/)H

¢y — J

How can robots learn safety
representations from

?



[Waym&2075] | SEE. & [Ren, AZ et al., 2023]

[Kedia et al., 2023] - " [DeepMind, 2023]



Safety & Uncertainty in Human-Robot Interaction
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e Adapt robot safety 7 — f(Z , , ) safety representations from
strategies based on \
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confidence in predictive
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