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RECAI we left off having defined a Markov Decision Process
set of states S

set of actions A

transitionfunction P S Is a forTCS a s

rewardfunction r s a 1 sometimes rest res a s res a

discountfactor 8 E 0,17

MDP quantities we have seen so far
policy IT choice of aition for eachstate

EE
cumulative reward sum of discounted rewards

our goal is to find a policy it that maximizes the discounted sum

of rewards.gg
gg a girls a 8 r s a

thistrades off short longhorizon reward

VALULFUNCTIONIC

lets quantify the best cumulative reward we could ever getstarting
from a state s This will precisely be our valuefunction V S R



Simpler case Denistic transition

VCs my If strest at

dis edsumofrewardstryeverypossiblepolicy
and get the maximum
possible value

It turns out that we can rewrite this equation recursively because

of Bellman's principleof optimality It says that you can decompose

a complex problem into smaller sub problems Mathematically it lets

us redefine our value

VCS am rcs a 8 VCs

tianya.tt ngt

A Exit

5 0 2 4 takeExit home

deterministsPCs s a f fusesstaresa 0 UNLESS you r 5 2 a Exit 1

VCs 2 r 5 2 C Exit D g
Vs 1 r 5 1 8 VCs 2

VIS o r s OF 3 8 VCs 1 183



Songwriting

VCs
a

res as 8 fPsits a VCs

what get exactitude

Effto
one more helpful quantity is the Q function Qualue You'll seethis

alot in papers Expected value of taking someaction a fromstates

and thenacting optimally from thereon

Determistic us a res a y.VE iga

stochastic Qes a res a 8 ftp.PCSIs a VCs

Intuitionh Howgood is action a in the short long term

optimalpoli.ci To org Iff QCs
a

But we were staring at our value function we need to deal w the

recursion

VCs
a

res as 8 fPsits a VCs

ro
a Gi A

recursive dynamicprogramming



EVALUEITERATIONI

VCs 0 Acurrent estimate of value zero SES

s o 11 next updatedestimate of value

8 0 A maximum change btwn V and V

whileTrue

V V and 8 0 11we will update V so remememberpriorvalues

for eachstate SES
V s 4

may rcs a 8 fPCsIs a VCs
if 10 s VCs S

S V s V s I

if srefinr.es 11 humanists Iam fun



Exercise from CS188 Berkeley

deterministictransition

i e transitionto state F
i e zerorewardat Fstate

i e youonlyget
reward at thedot

Run 4 iterationsof value iteration byfillingout the table

VAT VIB VIA VIDI VCE KFIer
o o 0 0 0 0 0

I

2

3

4



Solution

i e transitionto state F

i e youonlyget
reward at thedot

IT

VCE max

maxis o o D
k 2 B Max

IfIf max 0.510.5 0

k 3 VCA Max If I I max 0 25 0.253 0.250



If I give you s optimal value then I tan extract

the optimalpolicy n.cn a IIP DECISION MAKINGPROBLEM

s orgmy rcs a
8 PCs Is a V s


