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Dynamic Programming Continuous Time

One of the advantages of DP is that it can be used tosolve

both discrete continuous time optimal control problems

In continuous time principleof optimalityenables
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lets focus on studying what happens when 8 0 For now assume VC is

everywhere differentiable let's go through an informal derivation basedon finite

element analysis of how V changes when 8 0 but is very smpall
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let's add uncertainty back in For now we willfocuson nondeterministic

uncertainty dED but I want to note that in the paperdiscussions

later in the course we will see probabilistic uncertainty

We will formulate this as a robust problemMore specifically as a
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INFORMATION PATTERNS

when we have 2 players reacting to eachother their optimalstrategy

will depend on what informationthey each have access to



EXAMPLEDsupposethere are 2 boxes each with 2 Slots

Each slot contains some prizemoney Player A you wantsto

maximizethe prizemoney while Player B e.g competitionorg wants

to minimize PlayerA's prizemoney
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Best strategy of Player B is to choose slot 1 and pay playerA

a reward of 2,000
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This can be stated formally via the minimaxinequality
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In dynamic games the outcome depends on nentitt.itdEneo
each playerdecidestheir inputs

In fact earlier I wrote one kind of information pattern

OPEN LOOP INFORMATIONPATTERN
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let's consider example
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SWAP ORDER OF PLAY
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2 CLOSED LOOP FEEDBACK INFORMATION PATTERNS

These above formulations are not suitable formost practical systems
we would like the controller to adapt as the interaction evolved

But respect the fact that time t we onlyhave information

up to time t

In differential games such strategies are called

NON ANTICIPATIVE STRATEGIES
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Definition Non anticipative strategies
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